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Abstract

Unexpected movements in world prices are believed to significantly affect domestic economic condi-
tions in emerging market and developing economies (EMDESs). Previous studies have examined the role of
world price fluctuations in EMDEs from an overall terms of trade perspective. In this paper, I depart from
these studies by analyzing the importance of commodity import and export price shocks as a source of
business cycles in EMDEs. I argue that for these countries, commodity price indices are better at capturing
exogenous world price shocks than the overall terms of trade. Given the conflicting results between the-
oretical and empirical models in previous similar studies, I approach my analysis from both perspectives
and test whether empirical and theoretical predictions can be reconciled. Specifically, I first use a Structural
Vector Autoregressive (SVAR) model on 28 EMDEs to compute the shares of the variances of the trade bal-
ance, output, consumption, investment, and the real exchange rate attributable to commodity import and
export price shocks. I find that empirically, these shocks explain 26-30% of business-cycle fluctuations in
the selected countries. I then develop a 5-sector RBC model in which I explicitly introduce commodity im-
port and export prices. Using this model, I compute the same variance shares as in the SVAR model. The
RBC model predicts that on average, commodity import and export price shocks can only explain 2-3% of
business-cycle fluctuations in the selected countries. In addition, a country-by-country comparison of the
variance shares predicted by the SVAR and RBC models suggests that these models are also disconnected
at the country level when it comes to measuring the importance of commodity-price shocks in EMDEs.
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1 Introduction

In recent years, there has been increasing recognition in international economics of the influence that world
prices, particularly those of primary commodities, exert on the domestic economic conditions of emerging
market and developing economies (EMDESs). Part of the reason is that these countries, often heavily reliant
on a narrow export base centered around primary goods, are likely vulnerable to swings in the international
prices of these goods. A number of studies, both empirical and theoretical, have examined this link between
world price fluctuations and economic conditions in EMDEs from a terms of trade perspective. Specifically,
these studies measure the importance of terms-of-trade shocks as a source of business-cycle fluctuations
(Mendoza, 1995; Kose, 2002; Broda, 2004; Schmitt-Grohé and Martin Uribe, 2018), and find somewhat
conflicting results.

The conventional view that emerges from calibrated real business cycle (RBC) models (Mendoza, 1995;
Kose, 2002) is that a shock to the terms of trade explains a sizeable share (between 30% and 50%) of business-
cycle fluctuations in EMDEs. However, recent empirical findings by Schmitt-Grohé and Martin Uribe (2018)
on 38 EMDEs using a Structural Vector Autoregression (SVAR) model, paint a strikingly different picture.
These findings indicate that terms-of-trade shocks account for less than 10% of movements in macroeco-
nomic aggregates in EMDEs. Schmitt-Grohé and Martin Uribe (2018) also estimate key structural parame-
ters of a three-sector RBC model similar to Mendoza (1995) and find that, although the importance assigned
to terms-of-trade shocks by the RBC model is on average similar to that predicted by the empirical SVAR
model, the predictions of the two models at the country level are far apart. They refer to this finding as the
“terms-of-trade disconnect”.

An important aspect of the analysis of terms-of-trade shocks in these papers centers on the measurement
of the terms of trade. Traditionally, both theoretical and empirical studies have relied on the identification
assumption that the terms of trade, often measured using the overall export-to-import price ratio, are ex-
ogenous to EMDEs. However, such terms of trade measures have been the subject of much criticism in
the literature for their inability to accurately identify exogenous shocks to the terms of trade (Chen and
Rogoff, 2003). In this paper, I argue that for EMDEs, country-specific commodity import and export prices
are potentially a better proxy for how fluctuations in world prices affect these economies. The reasons
are twofold: (1) Not only do EMDEs rely heavily on primary commodities for their export revenues, but
many of these countries are also dependent on these commodities for import consumption. (2) Gruss and
Kebhaj (2019) provide evidence that commodity price indices, largely determined in world markets, can be
considered exogenous from the perspective of individual countries.

This paper, therefore, seeks to contribute to the analysis of the role of world price shocks in EMDEs



from a commodity price perspective. Specifically, I ask how important commodity import and export price
shocks are in explaining business-cycle fluctuations in EMDEs. Given the conflicting results in theoretical
and empirical studies on similar questions, I approach my analysis from both perspectives and test whether
empirical and theoretical predictions can be reconciled. More concretely, I first use a Structural Vector
Autoregressive (SVAR) model on a set of 28 EMDEs to compute the shares of the variances of output, the
trade balance, consumption, investment, and the real exchange rate attributable to commodity import and
export price shocks. Building on Schmitt-Grohé and Martin Uribe (2018), I then develop a 5-sector RBC
model that explicitly introduces commodity prices, which I use to predict the same variance shares as in
the SVAR model. Finally, I calculate the correlations between the variance shares predicted by the SVAR
and RBC models.

My paper is closely related to Schmitt-Grohé and Martin Uribe (2018) who analyze the importance
of terms-of-trade shocks in the same fashion, and Di Pace, Juvenal, and Petrella (2020), who distinguish
between the role of import and export prices to capture the relevance of terms of trade fluctuations for
domestic business cycles in developing economies.

Findings from the SVAR model suggest that commodity export and import price shocks explain on aver-
age 26-30% of business-cycle fluctuations in the selected countries. This number is about 3 times larger than
that of Schmitt-Grohé and Martin Uribe (2018) who focus on terms-of-trade shocks. However, according to
the predictions of the 5-sector RBC model, these shocks explain only about 2-3% of business-cycle fluctu-
ations on average. In addition, a country-by-country comparison of the variance shares predicted by both
models indicates that there is a disconnect between the empirical and theoretical models when it comes
to measuring the importance of commodity-price shocks in EMDEs. Overall, the correlation between the
variance shares explained by the commodity import-price shocks is weakly negative. For the commodity
export-price shocks, the correlation is almost zero.

The rest of the paper is structured as follows: Section 2 introduces the commodity price indices and
documents a few empirical facts. Section 3 presents the SVAR analysis, Section 4 presents the theoretical

analysis, and Section 5 provides concluding remarks.



2 The (Real) Commodity Price Indices

In the analysis of the effects of terms-of-trade shocks, the literature commonly assumes the exogeneity of
the terms of trade for EMDEs. However, a significant challenge arises when using measures of the terms of
trade based on overall export and import price indices. These indices, while widely used, pose difficulties
in identifying exogenous terms-of-trade shocks because they do not only capture changes in world prices,
but also other domestic factors (Chen and Rogoff, 2003; Gruss and Kebhaj, 2019).

To address this limitation, some strand of the literature suggests that commodity prices could offer a
better proxy for the terms of trade in EMDESs compared to the overall indices of export and import prices
commonly used in existing studies such as Mendoza (1995), Kose (2002), Broda (2004), and Schmitt-Grohé
and Martin Uribe (2018). In line with this perspective, this paper focuses on analyzing the importance of
commodity-price shocks as a source of business cycles in EMDEs. Although EMDEs are known for their
reliance on primary commodities for export earnings, many of these countries also depend on commod-
ity imports for final consumption. Therefore, I distinguish between the effects of commodity import and
commodity export price shocks.

This section introduces the commodity export and import price indices used in my analysis. They come
from a comprehensive database of country-specific commodity prices put together by Gruss and Kebhaj

(2019), and are calculated as follows:

Alog(Index);; = iﬂi,j,tAPj,t (1)
=

where Pj; is the log of the real price of commodity j in year £, A denotes first differences, and (); ;; denote
commodity and country-specific time-varying weights. For each commodity, real prices are constructed as
the commodity price in US dollars deflated by the IMF’s unit value index for manufactured exports. The
log differences in Equation (1) are then used to generate the indices in levels, which are set to 2012 = 100. I

denote the commodity export price index by P and the commodity import price index by P;".
The time-varying weights are based on average trade flows over the previous three calendar years, so
that they reflect changes over time in the basket of commodities' traded but are predetermined vis-a-vis

the price change in each year ¢:

13
Qi = 3 lei,j,tfs ()
5=

wijt = Xijt/ 2{:1 x;;+ for the export price index, and wj; = m;;/ Z}Zl m; ;+ for the import price index,

I The annual database of commodity price indices is based on 40 commodities broadly categorized in 4 groups: energy, metals, food
and beverages, and agricultural raw materials. See Appendix Al.



where x; ; ; (m,',j,t) denote the exports (imports) value of commodity j by country i in year ¢, expressed in
US dollars.

To adjust for domestic inflation in my analysis, I express the commodity price indices in terms of do-
mestic prices by dividing by the Consumer Price Index (P;). So the price indices used throughout the paper
are the “real” commodity export price index (p;© = P;/P;) and the “real” commodity import price index
(pi" = P/"/P;). This also ensures consistency with the theoretical model in Section 4, where prices are

expressed in terms of domestic final goods. In the rest of the paper, I refer to the “real” commodity import

and export price indices simply as commodity import and export price indices.

Empirical Regularities

I start by establishing three empirical facts about the commodity price indices as compared to two different
terms of trade measures: (1) a commodity terms of trade (tot°), calculated as the ratio of the commodity
export price index to the commodity import price index, and the net barter terms of trade (tot"?) used in
Schmitt-Grohé and Martin Uribe (2018) and obtained from the World Development Indicators (WDI). The
latter is a measure of the overall export-to-import price ratio.

FACT 1: In EMDEs, commodity export and import price shocks are larger than commodity terms-of-trade shocks,
which in turn are larger than net barter terms-of-trade shocks.
Figure (1) provides pairwise comparisons of the volatility of commodity prices and terms of trade, mea-
sured by the standard deviation of their cyclical components. The last two scatterplots comparing com-
modity prices and commodity terms of trade show that the overwhelming majority of points fall below
the 45° line. In addition, the first two scatterplots comparing the net barter terms of trade and commodity
prices show that the entire cloud of points, except one or two points, lies above the 45° line. These facts
indicate that commodity price indices, taken individually, are more volatile than terms of trade measures
calculated using export/import price ratios. Therefore, we might expect commodity price indices to play a
bigger role in driving business cycles than terms of trade measures. The middle-left scatterplot shows that
commodity terms of trade are more volatile than net barter terms of trade, and the middle-right scatter-
plot shows that commodity import prices are almost as volatile as commodity export prices, although the
former are slightly more volatile.

FACT 2: In EMDEs, commodity export and import price shocks are highly persistent. Commodity terms-of-trade
shocks are also highly persistent, but less so than commodity export and import price shocks. Net barter terms-of-trade
shocks are only moderately persistent.

Similarly to Figure (1), Figure (2) presents pairwise comparisons of the persistence of commodity prices



and terms of trade, which is measured by the first-order autocorrelation of their cyclical components. A
similar interpretation of the scatterplots as previously suggests that the first-order autocorrelations of the
commodity price indices are overwhelmingly larger than those of the commodity terms of trade, which
in turn are larger than those of the net barter terms of trade. Finally, commodity import price shocks are
almost as persistent as commodity export price shocks, although the former are slightly more persistent.

FACT 3: In EMDEs, commodity export and import price shocks are weakly procyclical, whereas commodity and
net barter terms of trade shocks are acyclical.

Table (1) presents the median correlations of the cyclical components of commodity price indices and
terms of trade with the cyclical component of GDP. For the median country, commodity import and export
prices are weakly positively correlated with GDP (corr = 0.39), and there is almost no correlation between
commodity /net barter terms of trade and GDP. We do observe substantial cross-country dispersion in the
correlations as indicated by the median absolute deviations.

Together, these facts suggest that commodity prices display different cyclical dynamics than terms of
trade, especially the net barter terms of trade. This seems to make sense because of the reliance of EMDEs
on primary commodities, both for their export revenues and import consumption. In addition, the fact that
commodity import and export prices have closely aligned cyclical dynamics is likely due to the focus on
commodities. EMDEs also depend heavily on the import of manufactured goods, so the inclusion of these
goods in the calculation of the import price index will likely result in different export and import price

dynamics.
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Figure 1: Comparison of the volatility of commodity prices and terms of trade. All variables are log-
quadratically detrended, so the standard deviations are those of their cyclical components, that is, the
standard deviations of the percent deviations from trend. Countries retained are those with the longest
uninterrupted data spans between 1980 and 2019. In addition, extreme values are filtered out by retaining
the values within the 10th and 90th percentiles. The final number of countries is 64. The dashed red line is
the 45° line.
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Figure 2: Comparison of the persistence of commodity prices and terms of trade. All variables are log-
quadratically detrended, so the first-order autocorrelations are those of their cyclical components, that is,
the first-order autocorrelations of the percent deviations from trend. Countries retained are those with the
longest uninterrupted data spans between 1980 and 2019. There are 125 such countries. The dashed red
line is the 45° line.



Table 1: Cyclicality of commodity prices and terms of trade

~ —~ ~ —~ —C —nb
cor(p",§t)  cor(pi*c,yr) cor(tot; , i) cor(totr ,7i)

Median 0.39 0.39 0.05 0.14
Median absolute deviation 0.54 0.49 0.53 0.35

Notes: “cor” stands for correlation. i, pi", pr'™, Et\tc, and Et\tnb denote the cyclical components
of GDP, commodity import price index, commodity export price index, commodity terms of trade,
and net barter terms of trade, respectively. All variables are log-quadratically detrended, so the
correlations are those between the cyclical components of the variables. Countries retained are
those with the longest uninterrupted data spans between 1980 and 2019. There are 125 such coun-
tries.

3 The Importance of Commodity-Price Shocks: SVAR Analysis

The objective of this paper is to quantify the importance of commodity import and export price shocks in
generating business cycle fluctuations in EMDEs. In papers where a similar analysis is carried out with a
focus on terms-of-trade shocks, it seems to matter whether the question is approached from an empirical or
a theoretical perspective. In this paper, I closely follow Schmitt-Grohé and Martin Uribe (2018) in trying to
reconcile empirical and theoretical predictions on the role of commodity import and export price shocks in
EMDEs.

I start with empirical predictions using a Structural Vector Autoregressive (SVAR) model. As in much of
the literature, the main measure of the importance of commodity price shocks is the shares of the variances
of the dependent variables of interest attributable to these shocks. The sample of countries used for the
rest of the paper is more restricted than in the previous data analysis. For comparability purposes, the
starting point is the sample of 38 poor and emerging economies used in Schmitt-Grohé and Martin Uribe
(2018). Their data span the period from 1980 to 2011, using the September 2012 vintage of the World
Development Indicators (WDI). I extend the sample to 2019 using the September 2023 vintage of WDL
In the latter version, Korea, which was considered an emerging economy in Schmitt-Grohé and Martin
Uribe (2018), is a developed economy and therefore excluded from the sample. In addition, some countries
have too many missing data for at least one of the variables of interest and are therefore excluded from the
sample as well. The final list of countries retained in the September 2023 vintage is the one where countries
have at least 30 consecutive observations from 1980 to 2019. There are 28 such countries, namely Algeria,
Brazil, Burundi, Cameroon, Central African Republic, Colombia, Costa Rica, Dominican Republic, Egypt,
El Salvador, Ghana, Guatemala, India, Jordan, Kenya, Madagascar, Malaysia, Mauritius, Mexico, Morocco,

Pakistan, Paraguay, Peru, Philippines, Senegal, South Africa, Thailand, and Tiirkiye.



3.1 The SVAR Model

The setup of the model is the same as the SVAR model with interest-rate spreads in Schmitt-Grohé and
Martin Uribe (2018). The model includes seven variables, namely the commodity import or export price

index (p;° or p;), the trade balance (tb;), real output per capita (y;), real private consumption per capita
&

(ct), real gross investment per capita (i;), the dollar real exchange rate (rer; = gu ’ ), and the U.S. interest-
rate spread (s;). & denotes the dollar nominal exchange rate, given by the domestic-currency price of one
U.S. dollar; Ptus denotes the U.S. consumer price index, and P; denotes the domestic consumer price index.

The U.S. interest-rate spread, defined as Moody’s seasoned Baa corporate bond yield minus the Federal
Funds rate, is included in the model because a number of studies have shown that world interest-rate
shocks are a source of business cycles in emerging and developing economies (e.g., Garcia-Cicco, Pancrazi,
and Martin Uribe (2010), Ferndndez-Villaverde et al. (2011), and Akinc1 (2013)). All variables, except the
trade balance, are log-quadratically detrended. The trade balance is first divided by the trend component

of output, and the resulting ratio is quadratically detrended. The empirical model is of the form:
Aoxt = A1xp—1 +uy, ®)

where the vector x; is given by x; = (ﬁtk, 5i, ﬁ?t,ﬁt, ., rert)', with k = x. or m.. Hatted variables, except
ﬁtt, denote log deviations of the variables from their time trends. tAbt denotes the deviation from trend of the
ratio of the trade balance to trend output. Ag and A; are 7-by-7 matrices of coefficients, and Ay is assumed
to be lower triangular with 1 on the main diagonal. u; is a 7-by-1 random vector with mean 0 and diagonal

variance-covariance matrix X. Pre-multiplying the system by A !, we can write:
xt = Ax;_1 + Ie; 4)

where

A= A0_1A1, II = Aglzm, and € = Z_l/zut

The vector €; is a random variable with mean 0 and identity variance-covariance matrix. The key identifying
assumption is that the typical emerging or developing economy takes commodity import and export prices

and the U.S. interest-rate spread as exogenously given. Formally, the commodity import or export price

10



index and the U.S. interest-rate spread follow the joint law of motion:

—k % 1
ann ap _ mp O €
pi _ Pi1 i b 5)

2
St a1 4ax St—1 1 T2 | | €}

where €} is the commodity import or export price shock, and €? is the interest-rate spread shock. The
ordering in Eq (5) gives the commodity price indices the highest chance of being an important source
of fluctuations in domestic variables, because any innovation in the commodity price indices is due to
commodity price shocks.? The ordering of elements 3 to 7 of x; in the SVAR is immaterial because the
analysis focuses on the effects of commodity-price (and interest rate-spread) shocks.

Finally, the model is estimated country-by-country by OLS. In the next sub-section, I report the median
impulse responses to a 10% innovation in the commodity import and export price indices, as well as the

shares of the variances explained by these innovations.

3.2 Impulse Responses

Figure (3) displays the median impulse responses to commodity import and export price shocks. The
online Appendix provides country-specific impulse responses with 66% confidence bands. On impact, a
10% improvement in commodity import/export prices decreases the trade balance by 0.4% of GDP and
0.2% of GDP, respectively. This is in stark contrast with the Harberger-Laursen-Metzler (HLM) effect for
terms-of-trade shocks, where an improvement in the terms of trade increases the trade balance. At the
individual country level, this negative effect holds for 23 over 28 countries for the commodity import-price
shock, and 17 over 28 countries for the commodity export-price shock. Interestingly, both shocks have
expansionary effects on aggregate activity, despite the reduction in the trade balance. Specifically, output
increases by 0.24% and 0.3% respectively on impact, and reaches its maximum increase at 0.32% above
trend two years after the commodity import price shock, and at 0.43% one year after the commodity export
price shock. On impact, investment and private consumption increase by 1.55% and 0.56% respectively for
the commodity import-price shock, and by 1.4% and 0.22% respectively for the commodity export-price
shock. The real exchange rate appreciates on impact by 0.8% and 0.25%, respectively.

The country-by-country impulse responses in the online Appendix show, however, that there is some
dispersion both within and across countries in terms of the direction, magnitude, and statistical significance

of the impulse responses.

2The results are robust to an alternative specification where the spread shock is placed first in the SVAR model
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Figure 3: Impulse responses to commodity-price shocks. The solid line represents responses to commodity
export-price shocks, and the dashed line represents responses to commodity import-price shocks. The x-
axis measures years after the shock. The data covers 28 EMDEs from 1980 to 2019. Impulse responses are
point-by-point medians across countries. The online appendix presents country-specific impulse responses
with 66% confidence bands.
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3.3 Variance Decomposition

Table (2) displays the shares of the variances of the seven variables in the SVAR explained by commodity

import and export price shocks. Focusing on the business-cycle variables of interest, that is, the trade

balance, output, consumption, investment, and the real exchange rate, the median variance shares across

countries range between 20.65% and 33.55% for the commodity export price shocks, and the average of

these medians is about 26%. For the commodity import price shocks, the median variance shares range

between 25.42% and 33.37%, with an average of about 30%. These average numbers are about 3 times

larger than the findings in Schmitt-Grohé and Martin Uribe (2018) for terms-of-trade shocks. My results

are also consistent with the conventional view that world price swings play a major role in explaining

business-cycle fluctuations in EMDEs.

Table 2: Shares of variances explained by commodity-price shocks: SVAR Evidence

Commodity export-price shocks

Commodity import-price shocks

Country p*e B tb v c i rer pMe 5 tb v c i rer

Algeria 7717  6.35 1294 843 1477  2.09 68.83 99.71 6.63 2781 28.14 802 3940 6457
Brazil 95.16  7.68 442 5827 30.77 5543 1597 93.96  8.57 3.66 60.87 3322 5635 14.68
Burundi 87.13  4.40 544 1017  6.53 4.92 2.35 99.49  9.07 2.86 1212 13.80 8.97 1.16
Cameroon 99.82 559 1339 2642 28.88 25.08 20.64 99.66  8.46 6.19 3469 3417 3216 1815
Central Afr. Rep.  85.11 2.29 1719 4430 4286 2131 2474 9434 392 567 4626 4617 2272 2243
Colombia 6428 237 1467 1857 2994 2390 6.97 88.70 883 4101 36.03 2719 38.65 3.58
Costa Rica 89.17 046  20.68 6399 4431 2293 2337 98.70 541 3476 5403 6584 1526 21.14
Dominican Rep. 99.97 11.72 6247 6396 4871 68.17 34.29 9592 774 2392 597 2098 2954 9.16
Egypt 99.77 9.08 2188 1548 1581 17.66 16.19 98.77 803 2586 2024 861 2055 21.82
El Salvador 93.77 1213 3173 2782 9.77 3815 70.30 99.38 739 18,65 21.58 27.60 33.06 7535
Ghana 7478 221 2438 4129 26.75 719  43.00 99.44 507 16.11 932 2375 1213 34.15
Guatemala 9401 522 5922 468 16.03 3227 57.87 99.73 831 4410 679 1681 3824 49.90
India 82.59 1.84 6.06 5.98 294 1727  3.80 9842 646 7122 8342 7425 5316 4691
Jordan 89.14 074 2062 6090 13.03 4241 20.68 99.55 896 29.10 5423 1538 4514 3217
Kenya 91.79 202 4939 3407 26.69 6724 2488 98.57 7.71 7429 2100 5722 69.63 57.49
Madagascar 84.01 1.44 7.21 33.03 6.21 9.06  26.71 99.92  7.01 11.37 29.13 884 33.68 4270
Malaysia 84.88 944 2174 115 8.90 1431 26.69 94.02 462 2917 042 4020 625 1897
Mauritius 99.28 535 2541 3837 1282 1199 30.73 99.73 481 30.05 3996 2641 2192 4549
Mexico 91.63 297 1570 1442 1213 1562 50.17 9316 491 3750 29.85 3466 35.01 60.07
Morocco 96.75 247 2371 7343 4645 4413 5195 98.04 264 1357 7238 4391 39.82 53.37
Pakistan 9048 599 11.74 6448 36.61 2541 14.18 99.99 12.63 2497 2439 1.03 8.65 4.11

Paraguay 9242 978 2925 2274 2476 1560 4323 97.82  6.81 4469 31.07 3852 2211 3494
Peru 99.19 392 1697 6596 66.66 60.79 64.64 99.67 671 21.31 40.72 46.78 43.27 49.59
Philippines 9998 691  26.00 1.05 2.09 2.08 1.51 99.90 10.00 31.44 1.38 4.05 7.40 1.21

Senegal 84.82 247 3453 6501 5847 5933 54.66 9996 612  20.07 2479 2247 2040 6.34
South Africa 7370 047 4336 2886 1976 4422 56.68 9790 520 4580 1993 3208 36.77 50.75
Thailand 85.42 247 852 5254 3092 4226 35.85 9493 276 10.82 4874 31.84 3459 4485
Tiirkiye 99.41 6.06 8576 727 1341 6412 69.01 91.08  5.39 18.49 8551 8335 7583 4.06
Median 90.48 440 20.65 3355 2572 2449 2670 98.73 676 2542 2949 2972 3337 33.16
Median abs. dev.  5.17 2.16 749 2405 1325 1636 1642 0.99 1.62 1060 14.00 1355 11.36 17.16

Notes: Shares are expressed in percent.

The data covers 28 EMDEs from 1980 to 2019.



To find out how the importance of commodity price shocks compares to that of terms-of-trade shocks
in the SVAR model, I also produce the median variance shares of the variables of interest attributable to a
commodity terms-of-trade shock and a net barter terms-of-trade shock. The results are presented in Table
(3). On average, the commodity terms-of-trade shock explains 20% of business-cycle fluctuations, while
the net barter terms-of-trade shock explains only 14%. These results are consistent with the empirical facts

established in Section 2.

Table 3: Median shares of variances explained by commodity-price
shocks and terms-of-trade shocks.

= =

tb v c i rer
Commodity import-price shocks 2542 2949 29.72 3337 33.16
Commodity export-price shocks 20.65 33.55 2572 2449 26.70
Commodity terms-of-trade shocks 2351 1450 21.07 2075 17.77
Net barter terms-of-trade shocks 20.07 12.34 1413 11.02 1418

Notes: Shares are expressed in percent. The data covers 28 EMDEs from 1980 to 2019.

The SVAR model implies that commodity import and export price shocks explain on average 26-30%
of business-cycle fluctuations in our sample of 28 EMDEs, which are pretty large numbers. Calibrated
RBC models on the role of terms-of-trade shocks, e.g. Mendoza (1995), typically arrive at the conclusion
that these shocks explain more than 30% of business cycles in EMDEs. Can these models predict the same
patterns for commodity price shocks? In order words, can they match the findings from the empirical SVAR

model? The next section addresses this question.

4 The Theoretical Model

To gauge the importance of commodity-price shocks from a theoretical standpoint, I build on Schmitt-
Grohé and Martin Uribe (2018)’s 3-sector real business-cycle model, which itself is similar in structure to
Mendoza (1995). Schmitt-Grohé and Martin Uribe (2018)’s model, referred to as the “MXN"” model, in-
cludes an importable sector (the m sector), an exportable sector (the x sector), and a non-tradable sector
(the n sector). Because my analysis focuses on commodity prices, I further divide the importable and ex-
portable sectors into commodity (c) and non-commodity (€) sub-sectors. This results in a modified MXN
model with 5 sectors, namely the commodity importable sector (11.), the non-commodity importable sector
(m¢), the commodity exportable sector (x.), the non-commodity exportable sector (x;), and the non-tradable

sector (n). I refer to this modified model as the MXN-C model, where “C” stands for commodity. The goal
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is to explicitly introduce commodity prices into the MXN model. All other features of the MXN model are
preserved: (1) Employment in all sectors can vary endogenously over the business cycle; (2) capital accu-
mulation is allowed in all sectors; and (3) investment goods are not fully imported and can have nontraded

components.

4.1 Households

The model economy consists of a large number of identical households whose preferences are described by

the period utility function
EO Z ,Btu (Ctl (h]t)]ES) ’ S = {mC/ Mg, Xc, X, 1’1} (6)
t=0

where ¢; denotes consumption, and h{ stands for hours worked in sector j. The utility function is assumed

to display constant relative risk aversion (CRRA) in a quasi-linear composite of consumption and labor:

[c = G((W)jes))' 7 — 1
1—0

u (e, (W)jes) =

7

. (W)“i
jeSs ]
with ¢, w; > 0. This specification suggests that labor supplies across sectors are inelastic with respect to

wealth. Households maximize their lifetime utility subject to the sequential budget constraint

ot Yol X @Ky — k) e = pT L+ X wlhl+ 1wl ®
j€s j€s b jes j€s

where i{, k]t‘, w{, and u{ denote, respectively, gross investment, the capital stock, the real wage, and the rental
rate of capital in sector j, for j € S. The functions ®;(-), j € S, represent capital adjustment costs and are
assumed to be non-negative and convex, and to satisfy the conditions ®;(0) = <I>;-(O) = 0. They take the
form

$i 2

D;(x) = X

with ¢,¢; > 0, for j € S. The variable pf denotes the relative price of the tradable composite goods in
terms of final goods, d; represents the stock of debt in period ¢, expressed in units of the tradable composite
goods, and r; represents the interest rate on debt held from period ¢t to t + 1. Consumption, investment,

wages, rental rates, debt, and capital adjustment costs are all expressed in units of final goods.
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The capital stocks follow the laws of motion
ki, =1-08)k+i, for jeS 8)

Using these laws of motion to substitute out i{ from the household’s budget constraint, and denoting the
Lagrange multiplier associated with the resulting budget constraint by A8, the first-order optimality con-

ditions with respect to c¢, h]t, dy1, and k]t 4 are, respectively, as follows:

Ue(ct, (1))jes) = A, )

—U,, (e, (M)jes) = My, (10)

)Ltp;r = ﬁ(l + rt)EtAt+lp}—+1, and (11)

At (14 @)Ky = kD] = BEA s 1]y +1— 6+ (K], — K], - (12)

For ease of notation, the functions are not substituted with their explicit forms throughout this section.

The full equilibrium conditions are provided in Appendix A.4.

4.2 Firms Producing Final Goods

Final goods are produced using nontradable goods and a composite of tradable goods through the tech-
nology B(af,a}'), where af represents the domestic absorption of the tradable composite goods, and a4} is
the domestic absorption of nontraded goods. The aggregator function B(-,-), assumed to be increasing,

concave, and homogeneous of degree 1, is of the CES form 3.

_1_
1 1

1--L 1— -3
B(af,af) = |xc(af) ¥Fo + (1= xo)(ay) For | ',

with xr € (0,1) and pi¢n, > 0. These goods are sold to households, which then allocate them to consumption

or investment purposes. Firms producing final goods operate competitively, and their profits are given by

T n T,T n_n
B(af,ai) — piai — pray,

3 Any CES aggregation function in this model takes the Cobb-Douglas form if the associated elasticity of substitution is equal to 1.
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where p} is the relative price of nontradable goods in terms of final goods. It follows that the conditions for
profit maximization are

B-(af, ai') = pi; Bu(af, af) = pt, (13)

where B:(-,-) and B, (-, ) denote the first derivatives of B(-,-) with respect to a; and a}, respectively.
These conditions determine the domestic demand functions for nontradables and for the tradable compos-

ite goods.

4.3 Firms Producing Importable, Exportable, and Tradable Composite Goods

The tradable composite goods are produced using importable and exportable goods as intermediate inputs,
through the technology
ap = Aat', ap), (14)

where a}" and a} represent, respectively, the domestic absorptions of importable and exportable goods (both
commodities and non commodities). The aggregator function A(:,-), assumed to be increasing, concave,

and linearly homogeneous, is of the form

1
1 1

1w = | 1
A(ﬁgn,af) = Xm(agn) Pmx 4 (1 _Xm)(a;‘) Himx T ,

with x,, € (0,1) and p,, > 0, and the profits of firms producing the tradable composite goods are given by

T m X m _m X X
pi Alat',af) — pi'ai’ — pia;

where p}" and py are, respectively, the overall relative prices of importable and exportable goods in terms of
final goods. These firms are also assumed to operate competitively in intermediate and final goods markets.
It follows that their profit maximization conditions are

piAx(af’, ap) = pi'; pi Az(af", ay) = pi, (15)

where A1 (+,-) and Ay (-, -) denote the first derivatives of A(-, -) with respect to a}" and a7, respectively. These
expressions define the domestic demand functions for importable and exportable goods (commodities and
non-commodities combined).

The importable and exportable goods are themselves composite goods produced using commodity and
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non-commodity goods as inputs through the technologies
aft = A" (a}", a}"?); ay = A¥(aj<, a;°), (16)

where 4", a}"?, a;, and a;° represent, respectively, the domestic absorptions of commodity-importable, non
commodity-importable, commodity-exportable, and non commodity-exportable goods. The aggregator

functions A™(-,-) and A*(-,-) are increasing, concave, and linearly homogeneous, and of the forms

1
T

. 1—-L NN T
Am(a’t”c,a’t"c) = {Xm,c(tl:nc) w4 (1 —Xm,c)(ﬂ;nc) M} o

1
_ L

_1 L1
Ax(ﬂff,ﬂff) — |:XX,C(a;CC)1 px 4 (1 _Xxlc)(ﬂ;cc)l #X:| 1- & ,

The profits of firms producing the importable and exportable composite goods are given by
prA™ ()", ai") — pieay — pia; PYAT(ai", ay) — preay” — pyra

where p}", p}"¢, pi°, and p;° denote, respectively, the relative price of commodity-importable, non commodity-
importable, commodity-exportable, and non commodity-exportable goods in terms of final goods. Firms

producing these goods are also assumed to behave competitively, and profit maximization implies:

piAT (af, ") = pi, pi A} (e, a;%) = py*, (17)
pi' AS (a}", a]"*) = pj* pi Az (af, a;°) = p*

Al'(-,-) and AJ'(-,-), are, respectively, the first derivatives of A™(-,-) with respect to a’t”f and a’t”f, and
A{(-,-) and A3(-,-), are, respectively, the first derivatives of A*(-,-) with respect to afc and aff. These
four expressions represent the domestic demand functions for commodity-importable, non commodity-

importable, commodity-exportable, and non commodity-exportable goods.

4.4 Firms Producing Intermediate Goods

Goods in sector j € S = {m,, mz, x, Xz, n} are produced with capital and labor through the technologies

vl = ZIFI (K, 1)), (1)
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where y} and Z/ denote, respectively, output and a productivity factor in sector j. The production functions
Fi(-,-),j € S, are assumed to be increasing in both arguments, concave, and homogeneous of degree 1.

Their functional form is Cobb-Douglas and is expressed as follows:
Fi(K, W) = (K% (W)%, jes,
where a; € (0,1). The profits of firms producing intermediate goods are given by
pIZIFI (K}, ]) — w]h) — ulK].

These firms are assumed to behave competitively in product and factor markets. Then, their first-order

profit maximization conditions are
ZEE ) = pZEH) = o] (19

These efficiency conditions represent the sectoral demand functions for capital and labor. Together with the
assumption of linear homogeneity of the production technologies, they imply that firms make zero profits

at all times.

4.5 Competitive Equilibrium

In equilibrium, the demand for final goods must equal the supply of this type of goods:

i+ Y i+ Y @kl — k) = B(af,a}). (20)
jes jes

Also, the demand for nontradables must equal the production of nontradables:
ay =y (21)

Imports of commodity and non-commodity goods, denoted respectively m{ and m¢, are defined as the

difference between the domestic absorption and the output of these types of goods:

mi = py(af" —yy'), and mi = p{“(a;" —y}") (22)
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The prices of the importables appear on the right-hand side of these definitions because m¢ (m¢) is expressed
in units of final goods, whereas y;" (y;'*) and a;" (a]'*) are expressed in units of commodity-importable (non

commodity-importable) goods. The total imports are given by

my = mS + mé (23)

Similarly, exports of commodity and non-commodity goods, denoted respectively x¢ and x{, are defined as
the difference between commodity (non-commodity) exportable output, y;° (y;), and the domestic absorp-

tion of commodity (non-commodity) exportables, a;° (a;°):

X = p{ (v —af), and x{ = p{*(y;° —a;°) (24)

Like imports, exports are measured in terms of final goods. The total exports are given by

xp = x§ + x£ (25)

Combining Eq (21) to (25), the household’s budget constraint, and the definitions of profits in the final-
and intermediate-good markets, and taking into account that firms make zero profits at all times yields the

following aggregate resource constraint (steps in Appendix A.3):

dii1
T _ T _
T, prde +me — x¢ (26)

To ensure a stationary equilibrium process for external debt, I follow Schmitt-Grohé and Martin Uribe

(2018) and assume that the country interest rate is debt elastic:
re=r1"+st+pdi1) (27)

where r* is the risk-free world interest rate, s; is the global component of the interest-rate spread, and p(d)
is the domestic component of the interest-rate spread, with p(d) = 0 and p’(d) > 0, for some constant d.
Although not relevant for the exercises in the paper, I define two measures of terms of trade: the overall
terms of trade, defined as the relative price of exportable goods in terms of importable goods, and the com-
modity terms of trade, defined as the relative price of commodity exportable goods in terms of commodity

importable goods:

¥ ¢ P
tot; = —, and ftot; = 5~ (28)
p '
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Schmitt-Grohé and Martin Uribe (2018) treat fot; as exogenously given to explore shocks to tot; (overall
terms-of-trade shocks). However, as argued in Section 2, the overall export-to-import price ratio does not
only capture changes in world prices. It therefore cannot reasonably be used to identify exogenous terms-
of-trade shocks. tot{ is potentially better at capturing these shocks. However, the focus of this paper is not
on shocks to tot{, but on what happens when there is a shock to its numerator (commodity export price
shock) or its denominator (commodity import price shock). Therefore, as opposed to Schmitt-Grohé and
Martin Uribe (2018) who fit an AR(1) process to the ratio tot;, I fit AR(1) processes to pfc and p’tnf separately,
each of which is exogenously determined in international markets. In addition, the typical emerging or
developing country is small in asset markets and therefore takes the evolution of the global component of
the interest-rate spread, s; as exogenously given.

Finally, and in line with the empirical analysis, I assume that ﬁtk, k = x. or m, and 5; follow the joint
law of motion given in Eq (5), with ﬁtk = In(pk/p"), s = s; — 5, and p* and § denoting the deterministic
steady-state values of pf and s;, respectively.

As in the empirical part, the real exchange rate is defined as the ratio of the foreign consumer price index
to the domestic consumer price index. Formally,

&P

RER, = =L,
t

(29)

where &; represents the nominal exchange rate, defined as the price of one unit of foreign currency in terms
of the domestic currency; P; is the foreign price of consumption, and P; is the domestic price of consump-

tion. By dividing both the numerator and denominator by the domestic-currency price of the tradable

composite goods, denoted Pf, we obtain RER; = (5;{}*) / (%) Assuming the law of one price holds
for all importable and exportable goods, and that the aggregator functions for the importable, exportable,
and tradable composite goods, thatis Ay (-, -), Ax(-,-), and A(-,-), are common across countries, the law of
one price must also hold for the tradable composite goods. This implies that &P/ = P, where P is the
foreign price of the tradable composite goods. This yields RER; = ( %:) / (P%) Next, assuming that the
commodity-price shocks relevant to the small open economy do not affect the relative price of the tradable
composite goods in terms of consumption goods in the rest of the world, it follows that I%i is constant.

Without loss of generality, g—t: is normalized to 1. Finally, noting that pj = %{, we have
t
RER; = py. (30)

In other words, the real exchange rate equals the relative price of the tradable composite goods in terms of
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final goods.
A competitive equilibrium in the MXN-C model is a set of 54 processes k]t Y ii, h]t, wi, ui, ai, y]t forj e S;
ct, A, pf, RERy, 1y, af, pl', p¥, pi", pi<, aft, p}t, m§, m§, x§, x5, my, x4, and dy 44, satisfying Equations (7) to (30),

given initial conditions k{) for j € S, and dj, and the stochastic process for p’t‘, k = x; or m¢, and s;.

4.6 Observables

In the MXN-C model, consumption (c;), GDP (y;), investment (i;), and the trade balance (tb;) are all ex-

pressed in units of final (consumption) goods. The latter three variables are given by

=Yy pyl, Q= ) i, th=x—m. (31)
jes jes

However, data used in the empirical SVAR model are not expressed in terms of final consumption goods.
For a sensible comparison of the model predictions with data, the theoretical and empirical variables must
be expressed in the same units. In the SVAR model, GDP, consumption, investment, and the trade balance
are deflated by a Paasche GDP deflator. Following Schmitt-Grohé and Martin Uribe (2018), I derive the
corresponding theoretical counterparts in what follows. In the MXN-C model, GDP at current prices is
given by

Y Pl

j€s

where Ptj is the nominal price of goods j in period t. The data source (WDI) uses a Paasche index for the
GDP deflator, defined as the ratio of current-price to constant-price GDP. Formally, the GDP deflator in
period t is given by

Yijes P t] ]/{

Yies I éy{
where t = 0 indicates the base year. Real GDP is given by dividing nominal GDP by the GDP deflator, that
is,

Y Pyl

j€s
The nominal prices in the base year, Pé, and all other nominal prices in period 0 are indices without a real
unit. This means I can set one nominal base price arbitrarily, without loss of generality. Thus I set the

nominal price of consumption in period 0 equal to 1, Py = 1. This implies that Pé = p{) forj € S. It follows

that real output in period ¢ is
) Py

jes
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Finally, I assume that in the base period the economy was in the deterministic steady state, so that p{) =pl
for j € S. Then, the theoretical counterpart of the observed measure of real GDP, denoted by y?, is given by
0_ ]
Yr = Z P'y;
jes
Similarly, the theoretical counterpart of real consumption is the ratio of nominal consumption, Pic;, to the
GDP deflator, that is o
] )
Yjes Poyi

C? = PtCt e
Yjes P]‘yt

Recalling that p{ = PZ /Py and that Pé = pl fori € S, we can write the theoretical counterpart of observed
real consumption as '
—— Yjes P]:y{s”

Yjes P;'}/i

The theoretical counterparts of observed real investment and the trade balance are derived in the same way:

0

e plyf plyf
o= i ISPV q e = S P Y

t .
Yies Py Yies Pl

The variables y7, ¢{, if, and tb} are those used when comparing the predictions of the theoretical model to

the data, rather than the corresponding measures in terms of final goods, v, ct, i, and tb;.

4.7 Calibration

Table (4) summarizes the calibration and estimation results for the parameters appearing in the steady-state
equilibrium conditions of the MXN-C model (Appendix A.5). Steady-state values are those without a time
subscript. The equilibrium conditions evaluated at the steady state form a system of 54 equations in 84
unknowns, that is, the 54 endogenous variables specified in the definition of the competitive equilibrium,
and 30 structural parameters, namely, Z/, w/, &/ for j € S; 8, B, Xme, Xx.cr Xm» Xt» Pomns Hr Hmxs Hon, 75 + 5, d,
o, and ﬁk, k € {x.,m.}. Therefore, we need 30 calibration restrictions, which I discuss next.

The parameters 6 = 0.1, ay, = 0.25, r* +5 = 0.11, pyx = 1, pry = 0.5, and ¢ = 2 are taken from
Schmitt-Grohé and Martin Uribe (2018) [6 calibration restrictions]. The capital shares are assumed to be the
same in the commodity and non-commodity importable and exportable sectors (a* = a*¢ = a''c = ¢ =
0.35) [4 calibration restrictions]. This is also based on Schmitt-Grohé and Martin Uribe (2018) who assume

a value of 0.35 for the capital shares in the importable and exportable sectors. I assume a Cobb-Douglas

form for the aggregator functions A™(-,-) and A*(-,-), which implies that the elasticities of substitution
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between commodity and non-commodity inputs in the importable and exportable sectors (y,; and py) are
1 [2 calibration restrictions]. As in Schmitt-Grohé and Martin Uribe (2018), I set w/ = 1.455, for j € S, which
implies a sectoral Frisch elasticity of labor supply of 2.2 [5 calibration restrictions]. The productivity factors
7z, j € S are normalized to 1 [5 calibration restrictions].

Next, I impose a set of moment restrictions based on data on the pool of 28 countries, which help
calculate X, Xx,c, Xm, Xt, and d. From UNCTAD's 2021 State of Commodity Dependence report, the

average share of commodity exports in GDP for my set of countries, which I denote sy, is about 10%. So I
x—c =
y

total merchandise exports is about 56.17%, which implies that the average share of non-commodity exports

setsy, = 0.1 [1 calibration restriction]. From the same report, the average share of commodity exports in

in total merchandise exports is 43.83%. It follows that the average share of non-commodity exports in

GDP is sy, = xy—C = (43.83/56.17) x 0.1 = 0.078 [1 calibration restriction]. 1 follow the usual practice of

approximating the share of non-tradable output in total output (sy,) by the share of services value added

in GDP. Using data from the World Development Indicators (WDI) for the 28 countries, I find a value of

about 50% on average. So I set sy, = 4 nyy =05 [1 calibration restriction]. That value is consistent with

Schmitt-Grohé and Martin Uribe (2018). Next, the average trade balance-to-GDP ratio in my sample is

Sty = % = —0.047 [1 calibration restriction]. We can calculate the share of total imports in total output
as sm = (Sx. +Sx,) — sy = 0.1 4 0.078 + 0.047 = 0.225. From the UNCTAD report, the average share of
commodity imports in total merchandise imports is about 32.47% for my set of countries. It follows that the
share of commodity imports in total output is s, = ’”76 = 0.3247 x 0.225 = 0.073 [1 calibration restriction].
This implies that the share of non-commodity imports in total output is s,,, = m7c = Su — Sm, = 0.152 [1
calibration restriction]. The initial prices p*c and p™, along with prices in the other 3 sectors are derived
using a numerical minimization routine given the other calibrated parameters, the moment restrictions,
and the steady-state equilibrium conditions. Their values are p* =~ 0.2867 and p™¢ ~ 0.2565 [2 calibration
restrictions]. This completes our set of 30 calibration restrictions.

The following additional calculations are not part of the calibration restrictions. To calculate X ¢, Xx,c,
Xm, Xt, and d, we also need the shares of the outputs of sectors x., xz, m., and m; in total ouput, denoted
Syycr Syxer Symes and sy, ., respectively (see Appendix A.5). These values are obtained by solving a system of
four equations as follows: (1) I assume that the overall exportable and importable sectors are about the same
size, that is, % = 1. This is based on Schmitt-Grohé and Martin Uribe (2018) who estimate that the
exportable and importable sectors in emerging and poor countries are about the same size using UNCTAD

data. (2) sy,. = 1—sy,. — Sy, — Sy, — Sy,- (3) I assume that the relative size of the non-commodity

exportable sector with respect to the commodity exportable sector is given by the ratio of non-commodity
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exports to commodity exports. That is, zii = % = 0.78. (4) Finally, and similarly to (3), the relative size

of the non-commodity importable sector with respect to the commodity importable sector is given by the
Syme __ Smg.

= = 2.08. Solving the system of

ratio of non-commodity imports to commodity imports. That is, S = m

four equations yields:

Sy, ~ 0.0812; Syme = 0.1689
’ ’ (32)

Sy.. ~ 0.1404; Sy.c ~ 0.1095

The parameters a;;, 7t;j fori,j = 1,2, ¢;, for j € S, and ¢ do not appear in the steady-state equilibrium con-
ditions but play a role in the equilibrium dynamics. Their estimation follows closely the methods laid out
in Schmitt-Grohé and Martin Uribe (2018). I assign values to 4;; and 71;; country by country using the SVAR
estimates. The capital adjustment cost parameters, ¢; and the parameter ¢ governing the debt elasticity of
the country premium are estimated using a partial information method. Specifically, these parameters are
set to minimize a weighted difference between the impulse responses to commodity import/export price
shocks and interest-rate-spread shocks implied by the SVAR and MXN-C models. I consider the first 5 years
of each impulse response function, and the weights are the reciprocal of the width of the 66% confidence
intervals associated with the SVAR impulse responses. Formally, let © = [(¢;);es, |- Then @ is the solution
to the problem:

[IREVAR — IRMXN=C (@)

Apij

4
min Y (33)
© 4 Spks =0 j=y°,c0, th0,RER
where [ Rg}]{AR and [ R%XN ~€(©®) denote the impulse response of variable j, i periods after a shock & implied
by the SVAR and MXN-C models, respectively, and Ay;; is the width of the 66% confidence band associated

with [ Rgl.‘](AR. The parameters are estimated country by country and presented in Appendix A.2.

Table 4: Calibration of the MXN-C Model

Calibrated Parameters

1o w’, jeS ) Xy are, e, qMe  gMe r“+3 M, Wm  Hmx
2 1.455 0.1 0.25 0.35 0.11 1 1
Moment Restrictions
S =2/y s =Sy s, =P sy=1m s =me/y sy =mi/y
0.1 0.078 0.5 -0.047 0.073 0.152
Implied Structural Parameter Values
ﬁ Xm,c Xx,c Xm Xt d
1/(1+7*+53) 0.3246 0.5619 0.8685 0.3452 -0.0086
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4.8 The Importance of Commodity-Price Shocks: Theoretical Predictions

In this section, I present the MXN-C model’s predictions on the importance of commodity-price shocks and
compare them with those of the SVAR model. Figures (4) and (5) present the median impulse responses
implied by the SVAR and MXN-C models (See online Appendix for country-specific comparisons). The
model appears to fit the data poorly. Overall, the impulse responses appear more muted in the MXN-
C model than in the SVAR model. Table (5) below shows the median variance shares explained by the
shocks. Focusing on the five business-cycle variables of interest, the average of the median variance shares
explained by commodity export-price shocks in the MXN-C model is about 2%, compared to 26% in the
SVAR model. For commodity import-price shocks, this average is about 3% in the MXN-C model, compared
to 30% in the SVAR model. These differences are huge, suggesting that in the aggregate, there is a high level
of mismatch between theory and empirics when it comes to quantifying the importance of commodity-price
shocks in EMDEs.

Finally, I also examine the variance shares at the country level. Figures (6) and (7) plot the variance
shares implied by the SVAR model against the corresponding variance shares implied by the MXN-C
model. In all four figures, the cloud of points fails to trace out the 45° line. For the commodity import-
price shocks, the correlations between the variance shares predicted by SVAR and MXN-C models are
-0.52, -0.36, -0.28, 0.1, and -0.16 for output, consumption, investment, the real exchange rate, and the trade
balance, respectively. This suggests a strong disconnect between the empirical and theoretical models. For
the commodity export-price shocks, these correlations are 0, -0.12, 0.13, 0.18, and 0, respectively. Here too,
the SVAR and MXN-C models are disconnected, although to a lesser extent than in the case of commodity
import price shocks.

In summary, according to the empirical SVAR model, commodity price shocks play an important role in
explaining business-cycle fluctuations in EMDEs. However, the predictions of the MXN-C model suggest
otherwise. Not only do these shocks play a negligible role average in the MNX-C model, but its predictions

are also disconnected from those of the SVAR model at the country level.

Table 5: Median Variance Shares Explained by Commodity-Price Shocks: MXN-C vs. SVAR

Commodity export-price shocks Commodity import-price shocks
Country e g b v ¢ i 7er e g th 7 ¢ 7 fer
MXN-C Model 9048 440 431 132 054 593 0 9873 676 11.37 347 106  0.09 0
SVAR Model 90.48 440 20.65 3355 2572 2449 26.70 9873 676 2542 2949 29.72 3337 33.16

Notes: Shares are expressed in percent.
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5 Concluding Remarks

This paper quantifies the importance of commodity import and export price shocks as a source of business-
cycle fluctuations in emerging market and developing economies (EMDEs). Using a sample of 28 EMDEs
and data from 1980 to 2019, I estimate an SVAR model and find that these shocks explain an important
fraction (26-30%) of aggregate fluctuations in these countries. Building on Schmitt-Grohé and Martin Uribe
(2018), I then develop a 5-sector RBC model that explicitly introduces commodity prices. Using this model,
I calculate the same variance shares as in the SVAR model. The RBC model predicts that commodity import
and export price shocks explain on average only a small fraction (2-3%) of aggregate fluctuations in the
selected countries. In addition, a country-by-country comparison of the variance shares predicted by SVAR
and RBC models shows that there is a disconnect between these models when it comes to measuring the
importance of commodity-price shocks in EMDEs.

The empirical findings confirm the conventional view that world price shocks play an important role
in generating business cycles in developing countries. However, the stark differences between empirical
and theoretical results in this paper underscore the limitations of current MXN models in capturing the
business-cycle dynamics of small open developing economies in response to world price shocks. Future re-
search will aim to bridge the gap between MXN models and the data by examining several key dimensions,

including calibration methods and modeling assumptions.

31



References

Akinci, Ozge (2013). “Global financial conditions, country spreads and macroeconomic fluctuations in
emerging countries”. In: Journal of International Economics 91.2, pp. 358-371. DOIL: https://doi . org/
10.1016/j.jinteco.2013.07.005.

Broda, Christian (2004). “Terms of trade and exchange rate regimes in developing countries”. In: Journal of
International economics 63.1, pp. 31-58. DOIL: https://doi.org/10.1016/50022-1996 (03) 00043-6.

Chen, Yu-chin and Kenneth Rogoff (2003). “Commodity currencies”. In: Journal of international Economics
60.1, pp. 133-160.

Di Pace, Federico, Luciana Juvenal, and Ivan Petrella (2020). “Terms-of-trade shocks are not all alike”. In.

Ferndndez-Villaverde, Jests et al. (2011). “Risk matters: The real effects of volatility shocks”. In: American
Economic Review 101.6, pp. 2530-2561. DOI: 10.1257/aer.101.6.2530.

Garcia-Cicco, Javier, Roberto Pancrazi, and Martin Uribe (2010). “Real business cycles in emerging coun-
tries?” In: American Economic Review 100.5, pp. 2510-2531. DOI: 10.1257/aer.100.5.2510.

Gruss, Bertrand and Suhaib Kebhaj (2019). Commodity terms of trade: A new database. International Monetary
Fund. URL: https://www.imf .org/en/Publications/WP/Issues/2019/01/24/Commodity-Terms-of-
Trade-A-New-Database-46522.

Kose, M Ayhan (2002). “Explaining business cycles in small open economies:'How much do world prices
matter?”” In: Journal of International Economics 56.2, pp. 299-327. DOL: https: //doi.org/10.1016/
50022-1996(01)00120-9.

Mendoza, Enrique G (1995). “The terms of trade, the real exchange rate, and economic fluctuations”. In:
International Economic Review, pp. 101-137. DOI: https://doi.org/10.2307/2527429.

Schmitt-Grohé, Stephanie and Martin Uribe (2018). “How Important are Terms-Of-Trade Shocks?” In: In-

ternational Economic Review 59.1, pp. 85-111. DOI: https://doi.org/10.1111/iere.12263.

32


https://doi.org/https://doi.org/10.1016/j.jinteco.2013.07.005
https://doi.org/https://doi.org/10.1016/j.jinteco.2013.07.005
https://doi.org/https://doi.org/10.1016/S0022-1996(03)00043-6
https://doi.org/10.1257/aer.101.6.2530
https://doi.org/10.1257/aer.100.5.2510
https://www.imf.org/en/Publications/WP/Issues/2019/01/24/Commodity-Terms-of-Trade-A-New-Database-46522
https://www.imf.org/en/Publications/WP/Issues/2019/01/24/Commodity-Terms-of-Trade-A-New-Database-46522
https://doi.org/https://doi.org/10.1016/S0022-1996(01)00120-9
https://doi.org/https://doi.org/10.1016/S0022-1996(01)00120-9
https://doi.org/https://doi.org/10.2307/2527429
https://doi.org/https://doi.org/10.1111/iere.12263

A Appendix

A.1 Data Sources and Transformations

Data on commodity prices come from the International Monetary Fund’s Commodity Terms of Trade
database put together by Gruss and Kebhaj (2019). All other data come from the World Bank’s World

Development Indicators (September 2023 vintage) and are described in the table below.

Variable Description Code

NBTT Net barter terms of trade index (2000=100) TT.PRL.MRCH.XD.WD
M Imports of goods and services (% of GDP) NE. IMP. GNFS. ZS
X Exports of goods and services (% of GDP) NE. EXP. GNFS. ZS
Y GDP per capita in constant LCU NY.GDP. PCAP. KN
C HHs & NPISHs final cons. exp. (% of GDP) NE.CON.PRVT.ZS
I Gross capital formation (% of GDP) NE. GDI TOTL. ZS
NER Official exchange rate (LCU/USS$, period avg.) NY.GDP. PCAP. KN
P Consumer Price Index (2010 = 100) FP.CPL.TOTL

The base year for the consumer price indices (CPIs) is 2010. For consistency, the commodity price in-
dices, the net barter terms of trade, the commodity terms of trade, and the real exchange rate are also ad-
justed to a 2010 base year. The real commodity price indices are then calculated by dividing the base-2010
commodity price indices by the corresponding CPIs.

The data covers the period from 1980 to 2019. The trade balance is calculated as TB = X — M. All vari-
ables (except the trade balance) are log-quadratically detrended. The trade balance takes negative values,
so it cannot be log-transformed. Instead, it is first divided by the quadratic trend component of output (Y)

and the resulting ratio is quadratically detrended.
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Table 6: List of Commodities
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A.2 Additional Structural Parameter Estimation

Table 7: Country-Specific Estimates of the Capital Adjustment Cost Parameters and the Debt Elasticity of
the Interest Rate corresponding to the Commodity Import-Price shocks

Country Pme Pme Pxc Pxe Pn ¥

Algeria 28.63 192 7897 64.04 76.89 0.99
Brazil 7949 3921 50.10 57.66 7461 0.98
Burundi 7721 1650 71.68 3436 79.00 0.99
Cameroon 66.45 2140 6057 3734 7656 0.89
Central Afr. Rep. 7816 79.91 2328 2752 7730 0.97
Colombia 7295 7759 4078 66.70 7529 0.82
Costa Rica 7457 79.68 76.86 4992 7383 0.95
Dominican Rep.  73.22 15.66 7296 72.06 6851 0.98
Egypt 63.08 7.82 7815 7557 75.00 0.11
El Salvador 4195 7115 7460 65.80 76.99 0.89
Ghana 53.78 7795 73.08 77.75 79.99 0.66
Guatemala 78.86 49.71 69.33 65.09 7596 0.92
India 926 7921 52.63 6346 67.06 0.92
Jordan 5221 2597 7751 4827 7944 094
Kenya 7897 7758 76.14 2041 7887 0.95
Madagascar 67.03 7751 7190 2491 73.66 0.96
Malaysia 7924 7039 69.88 2249 7933 0.99
Mauritius 7754 5407 76.52 36.53 78.07 0.35
Mexico 57.03 7845 6558 65.82 7848 0.86
Morocco 7949 5313 1897 251 61.73 098
Pakistan 73.64 7379 3188 7895 79.78 0.93
Paraguay 7019 7797 4244 6483 79.01 095
Peru 76.09 5210 67.48 4557 7857 0.95
Philippines 77.86 68.18 69.23 58.67 7641 0.92
Senegal 7521 69.08 68.62 7737 78.88 0.95
South Africa 478 7878 14.69 4.88 7227 0.99
Thailand 7449 7994 7912 1993 60.09 098
Tirkiye 79.31 5440 4894 7274 7370 098
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Table 8: Country-Specific Estimates of the Capital Adjustment Cost Parameters and the Debt Elasticity of
the Interest Rate corresponding to the Commodity Export-Price shocks

Country Pm, Pme Px, Pxe Pn ¥

Algeria 57.76 7824 65.62 2896 77.39 0.95
Brazil 76.00 3827 5497 6448 77.69 0.96
Burundi 6.89 74.07 4987 49.62 7435 0.98
Cameroon 7190 1828 7245 7390 6357 0.77
Central Afr. Rep. 6040 77.14 5495 6025 7799 0.99
Colombia 38.61 7834 15.04 853 7554 0.99
Costa Rica 5222 75.65 7234 7579 7466 0.68
Dominican Rep.  26.65 434 77.09 5829 7541 0.86
Egypt 64.19 11.61 58.63 6295 62.60 0.01
El Salvador 386 6494 7416 7839 70.07 0.54
Ghana 1192 7692 7572 70.79 75.61 0.39
Guatemala 7799 79.19 2799 6945 7952 0091
India 2930 76.53 57.86 4270 73.44 0.96
Jordan 7559 7871 7631 1726 76.69 0.95
Kenya 70.68 69.15 7449 5555 7346 094
Madagascar 3481 79.66 74.67 5439 68.39 0.99
Malaysia 68.74 36.69 56,51 6514 7247 0.94
Mauritius 7850 4545 69.18 53.60 7453 0.27
Mexico 42,71 7545 31.01 7858 7449 0.95
Morocco 79.81 5197 5840 020 67.60 0.90
Pakistan 5413 77.68 7472 4642 76.15 0.69
Paraguay 4349 374 7821 63.04 7635 096
Peru 4145 7596 79.19 3455 7799 0.87
Philippines 62.97 7787 5590 44.65 79.06 0.98
Senegal 32.06 50.76 7547 76.67 7691 0.12
South Africa 5.03 7721 3262 7084 79.18 0.99
Thailand 6091 7797 77.03 7112 69.21 0.93
Tirkiye 7898 41.00 7998 5550 7692 0.95
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A.3 Derivation of Equation (26)

The sequential budget constraint is:

i+ Y i+ Y ik, —K]) +ptdt—pt1t+“ + Y wik + Y ulk], (A1)
jes jes j€s jes

Combining (A.1) with Eq (20) and the definition of the profit of firms producing final goods, we have

piay + plal + pfd; = pf 1 f:l + Y win, + Y ulkl, (A.2)
jes jes

Combining (A.2) with Eq (14) and the definition of the profit of firms producing the tradable composite

goods, with have

diiq 1] i
piral + piai + plaf + pidi = pi -+ L wh+ Y ik, (49)
jes jes

Combining (A.3) with Eq (16) and the definitions of the profits of firms producing the importable and

exportable composite goods, we have

) . B . . o
preay +pitay + piay + pitay + play + pidy = ptlf + Y w4 )k, (A4)
j€S j€S
or, in simplified form:

Z p —l— pide = pf 1 :rl + Z wih/t + Z uik]t, (A.5)
jes jes jes

Combining (A.5) with Eq (18) and the definitions of the profits of firms producing intermediate goods, we

have
Y pia+pidi = pi g f:; +Y plyl (A.6)
j€s tjes
S d
= Lpila—y) +pidi=piT (A7)
jes t

Combining (A.7) with Eq (21), (22), and (24) yields:

- - d
=>m§+mf—xf—xf+0+pfdt:pfl_t:;t (A.8)
dt-i-l — 97d
= Pt1+ = pide +mp — x4 (A9)
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A.4 Summary of Equilibrium Conditions
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1
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(A.10)

(A.11)

(A.12)

(A.13)

(A.14)

(A.15)

(A.16)

(A.17)

(A.18)

(A.19)

(A.20)

(A.21)

(A.22)

(A.23)

(A.24)

(A.25)

(A.26)



T _ my1— = xy1-7 | 1-
ai = | xm(ay")” P + (1= xm)(ay)  Fm

_ 1 11
a)t = [xm,c(aI”C)l 4 (1= xme) (a)! “'”] '

7 = [l T (= ) o) ]
mi = pi" (a7 —y;*)
mi = p" (ay" — ;")
xi = pi (v — a°)
x°=py (v — )
my = m§ + mé
xp = x§ + x§

n __ . n
ay = Yi

T dt+l
t

— T _
Tt = pidy +my — x¢

re=r"+s 4 e -1)

_p

toty = i
t

Xc

P

tot; = -
Pt

lo - lo é—i- st + ek
g P Pk,k 108 oF Pk,sSt k€t

K
Pi—1

K’ ok
log <£tk/) = Oy’ log < ;k/l

) + 7Tk/€i(/,

with k' = m€ifk = x¢, and k' = x“if k = m®. 4

i i |
log (Zj> = p.,jlog <Z5> + 7Tz,j€f’]
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St = Ps,sSt—1 + Ps k log <pk ) + 7Ts,k€]§ + 715€3,

(A.27)

(A.28)

(A.29)

(A.30)

(A.31)

(A.32)

(A.33)

(A.34)

(A.35)

(A.36)

(A.37)

(A.38)

(A.39)

(A.40)

(A.41)

(A.42)

4Equation (A.41) means that the commodity import and export price shocks are analyzed separately. When the shock under
consideration is the commodity import price shock, the commodity import price index follows a joint law of motion with the U.S.
interest rate spread, and the commodity export price shock is not explored. And vice versa.



ve=Y ply) (A43)

j€Ss
i =Y i (A.44)
jes
=Y P (A.45)
jes
0
&=t (A.46)
Yt
0
0=t (A.47)
bt
0
tb? = (x¢ — mt)—t (A.48)
Yt
A.5 Steady State
From (A.12):
1
= A4
P 1+7r (A.49)
From (A.39):
r=r"+s (A.50)
From (A.13):
umc—umf—u’%—uxﬂ—u”—;—l—f—é (A.51)
Using (A.15) and (A.16), we get:
1
me me \ ~ T
P _ X (“ ) ’ (A.52)
pme 1= Xme \a™
This implies:
1
Xme = T — (A.53)
1+ G (Gme) ™
Notice that fr: = 5:: 5, where s,,,, = PR and s,,,, = 2% are, respectively, the shares of the do-

m,c

mestic absorption of commodity importables and non-commodity importables in total output. In addition,
Same = Symc T+ Sm., where s, —and sy, are, respectively, the shares of commodity importable output and

commodity imports in total output; and s;,, . = sy, . + sm., where sy, . and s, are, respectively, the shares
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of non-commodity importable output and non-commodity imports in total output. It follows that:

1
Xme = (A.54)

1
14 2¢ (me ) M)ii‘m
P

m,
pre Sy tSmg

We obtain )y, in a similar way using (A.17) and (A.18):

1
Xxe = T (A.55)

1+P£<P£.M)_l‘7

Xc —
p Syy,c —Sxz

where sy, . and sy, are, respectively, the shares of commodity exportable output and commodity exports in
total output; and sy, . and s, are, respectively, the shares of non-commodity exportable output and non-
commodity exports in total output.

Using (A.15) we have:

=

1
Mme amc T um
pm::Xmﬂ(am) (A.56)

Then, from (A.29), we get:

1
1

i A 717% p"e Sy, +5m a1\
= (Xm,c + (1 - Xm,c) ( ) ) = (XWZ,C + (1 — Xm,c) ( . y"’Cf) )

am ame pe Syue + Sme
(A.57)
This implies that the price of the composite importable good is:
me me
a <pm o : el G
Xm,e % . me sy, .48 %_1 = &
Similarly, using (A.17) and (A.30), we obtain the price of the composite exportable good as:
Xc Xc
b : S A9
XX,C % hx Xz g —s L‘—l 1T .
tne | (et =) (- sz )
From (A.24), the capital-to-labor ratio in sector j is:
ki i\
o —
.:(V”>1 (A.60)
hi o p] y4)
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Then, using (A.25), we obtain the wage rate in sector j as:

Y ;
w]: (1—a])p]Z] <k]> - (1_a])pfz] ( 'u]' }>a]1
W wlplZ]

From (A.11), labor in sector j is then given by:

. wl -1
, N —— o ] -
W= <w]) W1 [(1 — o) piZ] (ai;l]‘zj) 1]

Now, using (A.61), we have:

1

w_(ﬂf)“w_(fﬁ)ﬂla_mﬂﬂ(ﬂf)“
ol p] y4) o p] y4) o p] y4)

Using (A.23), output in sector j is given by:
vl = ZI(k)Y (1)~

From (A.14), investment in sector j is:

i = oK
From (A.37):
an — yn
From (A.44)
y=Yry
j€s

Imports and exports of commodity and non-commodity goods are given by:

c __ . c _
me = sm.y ; m’ = su.y

c __ . C __
XC=sxY; X = XY

Total imports and exports are given by:

m=m"+m"; x = x4+ x°

42

(A.61)

(A.62)

(A.63)

(A.64)

(A.65)

(A.66)

(A.67)

(A.68)

(A.69)

(A.70)



Using (A.31) to (A.34), we have:

tlmC:ymf—i-%; amC‘:ymH—%
¢ — q%c Xe . ¢ — % Xe
ax —yx_ﬁ, ax _yx_'_ﬁ
Using (A.19) and (A.20), we have:
p*  1—pxm (a* oz 1
p7 - Xom am = Xm = P 1
1+ W (W) Hmx
where
_1li-T
a" = {Xm,c(amc) pm A (1 - Xm,c)(amf) ”m] o
and )
_1
= 0™ 7 4 (1= ) 07|
Using (A.19) we have:
1
pm _ a™\ i
= (%)
Then, from (A.28), we get:
o o i1\ T
F: (Xm"‘(l_)(m) (W‘) )
This implies that:
Pt = p" _ p"
— 1
Xm (&) P TP
’ Xm (Xm + (1= xm) (G) P ) e
Using (A.38), we have:
g (1+7)(x—m)
= _—

From (A.21) and (A.22), we have

1
n 1— N\ T
p—: XT (ﬂ) g :>XT:
Xt

=
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(A.71)

(A.72)

(A.73)

(A.74)

(A.75)

(A.76)

(A.77)

(A.78)

(A.79)

(A.80)



where

11 1—_1 ki
at = |xm(a™) e 4 (1= xpm)(a*) e (A.81)
From (A.26), we have:
1
1 1] 1- L .
e = [retay 755 + (1= @) R e - (a8
jes

The value of A is given by (A.10):

- <c Sy ) 7 (A89)

jes Wi
Finally, equations (A.45) to (A.48) give the theoretical counterparts of the observed measures of real GDP,

real consumption, real investment, and the trade balance-to-GDP ratio:

Y=Y ry=y (A.84)
jes
0
O=cl —¢ (A.85)
y
0
0=V = (A.86)
y
0 _ 0 _
gy 0 _x—m Yy x—m (A.87)
y y oy y
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